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-Motivation \ rl\/lethodology ‘

* Measuring distances between datasets Is a valuable yet challenging task
* FID remains the most practical and ubiguitous metric, despite its numerous shortcomings

« Kynkaanniemi et al. criticize the strong relation between Inception features and ImageNet classes Feature-learning independent dataset Self-supervised feature learning
 Morozov et al. explore replacing supervised ImageNet feature extractors with self-supervised ones . 30k samples, same size as CelebA-HQ . DINO for self-supervised learning,
+ We make the last leap: first analysis on domain-specific feature training and its effects on feature - No occlusions, manually curated state-of-the-art vision transformer model
distance — on the widely-researched facial image domain . Balanced across six ethnicities » Feature embedding of 2048 dimensions,
(latino hispanic, asian, black, middle eastern, indian, white) same Size as |ncepti0n architecture
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rExperiments w

Tab. Classification accuracies for binary

CelebA-HO annotations ~1g. Rescaled Frechet distances on Inceptlon (tralned on ImageNet), SWAV (trained on ImageNet), and DINO features (trained on Faces) Distance on DINO features ...
14 1 Image perthrbation 1951 . . 5358 . . - I h . ﬂ d t ”
Method /vs./ Test | Blond | Young | Gender | Gender mmm FID: (Inception on ImageNet) 1o 8; l l l l 6236 L IS large when images are flipped vertically

121 SWAV on ImageNet
B FDD: (DINO on Faces)

Inception + Head | 93.54 | 8558 | 96.44 | 84.92 - more sensitivity to global changes

Inception + MLP | 92.83 | 83.90 96.25 84.22

DINO (I) + Head ~|~90.63 | 83.08 | 9433 | ~86.40
_DINO )+ MLP | 91.57 | 8325 | 9496 | 871

DINO (F) + Head | 93.85 | 82.54 92.56 85.86
DINO (F) + MLP | 93.92 | 83.06 93.02 86.00
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* |s smallest for random erasing of small patches
—> specialized to faces, high-level features

grow larger moving from faces to cats to cars
- more sensitivity to out-of-domain data

Scaled Fréchet distance
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are on-par with Incepti()n: our self- 0 CelebAHQ CelebAHQ CelebAHQ CelebAHQ CelebAHQ Puzzle Random SaltPepper Swirl  Vertical Horizontal FFHQ  StyleGAN2 StyleGAN2 PGGAN  AFHQv2  Stanford * IS similar to other approaCheS for remaining
- . (female) (male) (young) (old) Erase Noise Fli Fli (truncated) (Cats) Cars
learned features are sufficient o i i setups, on average
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Tab. User study results on Tab. User study results on photorealism (1-5 score) Fig. Samples from our user study on feature space neighborhoods Tab. User study results on similarity (% avg. votes)

distribution matching (1-5 score) Image source distribution u c FID | FDD ? Subset Inception | DINO | ©
Zt?f;:oHuZijj::b;j; ;(;0 129 E_I; Flilz FFHQ dataset samples 412 | 1.10 | 0.99 | 1.02 E ggzgﬁgg E?;;SZSIE?GS) gg 421?1; ?2
a2 1|t | oap | [ SuleGANZO7 tncated) | 403 | 113 | 120 | 123 % | ArOCas [ 6 ]|
CelebA-HO (class: old) 298 | 116 | 043 | 063 StyleGAN?2 (untruncated) 319 | 144 | 1.09 | 0.94 E | Stanford Cars [35] 92 8 4
SoleOANS 07 mneaed_| 216 | 110 | 120 | 13y LoOAN dawsetsamples ] 199 | 111 ] 083 | 509 | CelebAHQ (accessoriey) |~ "32 T |75 |24
r-correlation to survey 1.00 | - -0.83 | -0.79
i LA N B N L Distances highly diverge on PGGAN » Inception is excessively biased towards
FID and FDD both - participant opinions are strongly focusing on objects rather than faces
strongly correlated with affected by visual artifacts, while distance « Lack of such bias for DINO did not
the partICIpantS, AEErs metrICS fOCUS ol Content dIStrIbUtlonS (d)Reference ‘ (e Nearest nighbors in the Inception space (ID) (1) Narest neighbors in the DINO space (FDD) guarantee the deSirEd face Slmllarlty
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