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• Measuring distances between datasets is a valuable yet challenging task

• FID remains the most practical and ubiquitous metric, despite its numerous shortcomings

• Kynkäänniemi et al. criticize the strong relation between Inception features and ImageNet classes

• Morozov et al. explore replacing supervised ImageNet feature extractors with self-supervised ones

• We make the last leap: first analysis on domain-specific feature training and its effects on feature 

distance – on the widely-researched facial image domain

Motivation

Experiments

Conclusion
1. Specialists become better at abstraction. Generalists focus more on fine-granularity features.

2. Feature distance does not equate to photorealism. Quality and distribution of the base dataset matters.

3. Noticing can be easier than not noticing. Novel content in input can act as adversarial attacks.

4. The risk of smaller specialized datasets. Multiple paths lead to the final representation and training over 

a large dataset constrains the behavior of the feature extractor across its many paths.
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Methodology

Feature-learning independent dataset

• 30k samples, same size as CelebA-HQ

• No occlusions, manually curated

• Balanced across six ethnicities
(latino hispanic, asian, black, middle eastern, indian, white)

Self-supervised feature learning

• DINO for self-supervised learning,

state-of-the-art vision transformer model

• Feature embedding of 2048 dimensions,

same size as Inception architecture

Results with self-supervised DINO 

are on-par with Inception: our self-

learned features are sufficient

Tab. Classification accuracies for binary 

CelebA-HQ annotations
Fig. Rescaled Fréchet distances on Inception (trained on ImageNet), SwAV (trained on ImageNet), and DINO features (trained on Faces) Distance on DINO features …

• is large when images are flipped vertically

→ more sensitivity to global changes

• is smallest for random erasing of small patches

→ specialized to faces, high-level features

• grow larger moving from faces to cats to cars

→ more sensitivity to out-of-domain data

• is similar to other approaches for remaining 

setups, on average

Fig. Samples from our user study on feature space neighborhoods Tab. User study results on similarity (% avg. votes)

• Inception is excessively biased towards 

focusing on objects rather than faces

• Lack of such bias for DINO did not 

guarantee the desired face similarity

Tab. User study results on photorealism (1-5 score)

Distances highly diverge on PGGAN

→ participant opinions are strongly 

affected by visual artifacts, while distance 

metrics focus on content distributions

Tab. User study results on 

distribution matching (1-5 score)

FID and FDD both 

strongly correlated with 

the participants’ answers
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